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The Inverse Problem of Geomagnetic Induction 

P. WETDELT, G6ttingenl) 

Eingegangen an1 24. Miirz 1972 

Sununary: The problem of revealing the electrical conductivity profile of a layered earth fron1 
geornagnetic induction data is solved using a modified version of the n1ethod of GEL'FAND and 
LEVITAN, originally devised for the solution of inverse Sturn1-Liouville problen1s. The inver­
sion procedure is applied to en1pirical data, which previously have been interpreted by a differ­
ent n1ethod. - Since extensive use is made of the analytic properties of the response function 
in the complex frequency plane, these properties and related features of the response function 
are discussed at some length in an introductory section. Further it is shown that the inverse 
problem for a spherical earth can be transformed to the si1npler proble-m for a flat earth and a 
uniform inducing field. 

Zusanunenfassung: Ftir die Umkehraufgabe der erdmagnetischen Tiefensondierung fiir hori­
zontal geschichtete Leiter wird eine exakte LOsung angegeben. Es handelt sich dabei um eine 
n1odifizierte Fassung der Methode von GEL'FAND und LEVITAN zur Umkehrung Sturm-Liou­
villescher Eigenwertaufgaben. Als Anwendungsbeispiel wird das Umk:ehrvcrfahren auf experi-
1nentelle Daten angewendet, die zuvor bereits nach einer anderen Melhode interpretiert wor­
den waren. - Das Umkchrverfahren macht wesentlich von den analytischen Eigenschaften 
der Beobachtungsdaten in der komplexen Frequcnzebene Gebrauch. Deshalb wcrden in einen1 
einleitenden Abschnitt ausfiihrlich diese Eigensch<-iften und ihrc Konsequenzen behandclt. 
Ferner wird gezeigt, daB sich die Umkehraufgabe filr cine kugelfOrnrigc Erde auf den ein­
facheren Fall einer ebenen Ertle mit einem homogenen induzierenden Feld reduzicrcn IiiBt. 

1. Introduction 

Geomagnetic induction data are generally interpreted by assu1ning an electrical 
conductivity 1nodel with several free parameters, \Vhich in turn are adjusted to the 
data either by curve fitting or by analytic rnethods. However, if the conductivity 
changes with depth only, direct inversion without recourse to model calculations 
becomes possible. This inverse problern has been solved first by SIEBERT [1964]. and 
in a slightly modified version by CErAEV [1966], both using the WBK-approxi1nation. 
The shortcoming of their n1ethod is that the whole conductivity profile is recovered 
only from the asymptotic behaviour of the Tesponse function for high frequencies. 
Therefore highly precise data are required in this frequency range, whereas the valuable 
infonnation of the low frequency part is not exhausted. However, by giving an algo-
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rith1n it was implicitly shown that the conductivity distribution can be inferred 
uniquely from the response function. The question of uniqueness has been treated 
explicitly by TicHONOV [1965], and more recently by BAILEY [1970], who formulated 
an integral constraint in the frequency domain, from which the conductivity profile 
can be deduced uniquely. 

The present paper is concerned with an alternative solution of the inverse proble1n, 
which is essentially a modified version of the method of GEL'FAND & LEVITAN 

[1951 a, b] for the solution of the inverse Sturm-Liouville problem. The Gel'fand­
Levitan procedure has found n1uch attention in connection with the inverse proble111 
in quantutn-mechanical scattering theory (cf. the review article of FADDEEV [1963]), 
and has quite recently been applied by JOHNSON & SMYLIE [1971] to reveal the con­
ductivity distribution in the lower n1antle, assun1ing a knowledge of the time constants, 
which govern the diffusion of magnetic fields from the core-1nantle boundary upwards. 
Although JOHNSON & SMYLIE and the present author refer to the same sources, their 
approaches differ significantly both in the information assumed and in the method. 

At a first glance a direct inversion procedure appears to be very attractive, since it 
is less biased by preconceived models than parameter adjust1nent techniques. Tn 
practice, however, it loses 1nuch of its appeal by the fact that the inverse problein of 
geomagnetic induction belongs to the large class of improperly posed problems 
[STRACHOV 1969, ANDERSSEN 1970], where small changes in the data can cause large 
changes in the results. Due to the inherent scatter of the data a result obtained by 
direct inversion represents just one ele1nent of the set of feasible solutions, and cannot 
deserve more attention than any other feasible solution obtained by different means. 
Often approximate methods are fully adequate to the quality of the data. A quite 
simple but powerful approximate solution of this kind has been proposed by 
SCHMUCKER [1970, p. 69]. 

Despite the proviso mentioned above, a treattnent of the inverse proble1n of geo-
1nagnetic induction appears to be justified by the fact that it is one of the rare geo­
physical inverse problems, which allows an exact solution. Moreover, in the course of 
this study some general properties of the response function can be derived, which are 
of interest for any inversion procedure. Since these results are not well known (al­
though the underlying theory is essentially the theory of ordinary linear second order 
differential equations), Secs. 2 and 3 contain a detailed investigation of these prop­
erties. The inversion procedure itself is described in Secs. 4 and 5, and is illustrated 
by examples in Secs. 6 and 7. 

2. Properties of the response function 

For silnplicity, only a flat earth and a uniform inducing inagnetic field are con­
sidered here. Effects of a non-uniform magnetic field and the curvature of the earth 
are afterwards taken into account by simple transforn1ations (cf. Sec. 3). As_ a basic 
limitation the (isotropic) electrical conductivity a is assumed to vary with depth z only 
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(z positive downwards). Neglecting the displacen1ent current, assuming vacuun1 
permeability and a harmonic tirne factor e+iwt throughout, the complex an1plitudes 
E (z, w) and H (z, w) of the horizontal electric and magnetic field (in y and x di­
rection, respectively) are interconnected by 

H'(z,w)=u(z) E(z,w), 

E'(z,w)=iwµ0 H(z,w), 

(2.1) 

(2.2) 

SI-units being used. The pri1ne always denotes differentiation with respect to the 
(first) argu1nent. Elimination of H leads to 

E" (z, w) = iwµ 0u (z) E (z, w) . 

The response function c (w) is defined as 

c(w)= 
E(O,w) 
E' (0, w) 

E(O,w) 
iwµ 0 H(O, w )" 

(2.3) 

(2.4) 

Its relation to the apparent resistivity (!a of magnetotellurics [CAGNfARD 1953] is 

Q,,(w)=W/lo Jc(w)J 2
. (2.5) 

_Let z11i be the greatest depth to which the electromagnetic field can penetrate, i. e. 

{
oo, if there is no perfect conductor 

2
"' = else the depth of the perfect conductor· 

(2.6) 

Then the problem to be solved 1nay be stated as fo11ows: 

Given c (w) in 0 < nJ < co, wanted a (z) in 0 ~ z < z11,. 

In principle the necessary infonnation can be reduced, since c (w) turns out to be an 
analytic function, \Vhich is con1pletely specified by its values in an arbitrary s1nall 
interval. 

Some properties of the response function c (w) are now listed for later reference. 

a) Analytic properties in the co111plex frequency plane 

The response function c ((») is zero-free and analytic in the whole w-plane except 
on the positive imaginary axis. Here it has either an infinite series of interlacing sirnple 
poles and zeros, or a finite number (which n1ay be null) of poles and zeros and two 
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branch points (one at co=+ i oo), according whether the integral 

z 

Jim f .ja(t)dt (2.7) 
z-->z,,. 0 

converges or not. The sa1ne applies to the nor1nalized electric field E (z, 01)/E (0, w). 
A possible perfect conductor at z= zm is not to be included in (2.7). 

The proofs follow fron1 general theoren1s on second order linear differential 
equations (e.g. TITCHMARSH 1962) and are only indicated here. Let w1 (z, co) and 
w2 (z, w) be two solutions of (2.3) with the initial conditions 

w1 (0,w)=l, w;(o,w)=O, w2 (0,w)=O, w;(o,w)=1. (2.8) 

Since their Wronskian 

w1 (z) w; (z)-w2 (z) w; (z) = 1 (2.9) 

does not vanish, the solutions are linearly independent for all z, and the actual 
solution Eis a linear co1nbination of the1n: 

E(z, w)/E(O, w)= w1 (z, w)-w2 (z, w)/c(w). (2.10) 

Away fro1n the positive i1naginary w-axis E(z11i, w) is a constant, which differs fron1 
zero only, if a (z) decreases for z-+ co faster than z-2. Since in this case w1 (z, w} 

tends to infinity, Eq. (2.10} yields for any conductivity profile 

( ) I
. w2 (z,w) 

cw= 1m . 
z-->z,., \V1 (z, w) 

(2. ll) 

The nature of the singularities of c (w) can be investigated as follows. The solutions 
w1 and w2 are entire functions of w, i.e. they are free of singularities in the finite 
w-plane (e.g. [TITCHMARCH 1962], p. 6). Multiply the differential equation (2.3) for 
E= w1n, 111= 1, 2, by the co1nplex-conjugate solution w*1n. integrate over z, and obtain 
after integration by parts (on using (2.8)} 

" 
iv~ (z) w;., (z) = f {lw;,,(t)l 2 + iwµ0 a (t) lw,, (t)l 2

} dt, m = 1, 2 . (2.12) 
0 

Hence, all zeros of w1 and w2 lie on the positive i1naginary w-axis, where they consti­
tute the poles and zeros of the meromorphic function 

c(z, w)= w2 (z, w)/w1 (z, w), (2.13) 



The Inverse Problem of Geomagnetic Induction 261 

\.Yhich is the response function for the case that the conductivity at depths greater than 
z is replaced by a perfect conductor at depth z. On the positive imaginary axis put 
OJ= 0.1 }. > 0. Denote the n-th zero of w1n (z, iA) by }i.mn and Olvm/OA by l-V'l1i· Then 
1nultiply on one hand (2.3) for E= w111• by 1V'l1i, differentiate on the other hand (2.3) 
with respect to }, and multiply by lVm., integrate the difference over z, and obtain after 
integration by parts (on using (2.8) and the fact that 1V'l1i (z, iAmn) is real) 

" 
W111 (z, i},11111 ) • w;,1 (z, iA1111J = J µoa(t) lV: (t, i}.11111) dt>O, 

0 

or in virtue of (2.9) 

iv1 (z, iJ.. 1,)/w2 (z, U 1,,)<0, 1v 2 (z, iA2,,)/w 1 (z, i.!2,,)>0. (2.14) 

Since l-Vm (z, iJ.1nn) does not vanish, the zeros are sin1ple. Further it is easily deduced 
from (2.14) that between two successive zeros of w1 there 1nust be an odd number of 
zeros of w2, and vice versa. Hence, the zeros interlace. 

The distance LlAn between two successive zeros of w1 or w2 is for large n asymptoti­
cally given by 

L\.),,=2n [n/J(z)] 2
, J(z)= J .jµ0 <r(t)dt 

0 

(e.g. MORSE & FESHBACH 1953, p. 739). Therefore, the density of poles and zeros 
increases when z is enhanced, and the analytic behaviour of 

c(w)= Jim c(z,w) (2.15) 
=-•z,,, 

depends on the behaviour of J (z) for z--+ zm. If J (z) re1nains finite, there is an 
infinite series of poles and zeros; if J (z) diverges the isolated poles and zeros beyond 
a certain limit point 1nerge into a branch cut from that point to w = + i a::, whereas 
below the lower branch point a finite number of poles and zeros may subsist. -The 
analytic properties of E (z, w)/E (0, w) follow from the properties of c (w) and (2.10). 

Poles and branch cut of c (w) define the discrete and continuous spectrum of decay 
constants of freely decaying horizontally uniforn1 current systems within the con­
ductor. This is a consequence of (2.4) and the fact that the associated magnetic field, 
\vhich cannot be observed outside the conductor [PRrcE 1950], has to vanish at z=O. 

Two examples will illustrate the preceding results. First consider the uniform half­
space with a (z)=ao. Let 

k=Jiruµoao. 
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Then w1 =cosh kz, lV2 = k-1 sinh kz, both being entire functions of w, since their 
power series representations contain only even powers of k. The poles and zeros of 
c (z, w)=k-ltanh kzlie at 

i (2n-l n)2 

W111= flo<To --2- z n=1,2, ... 

For z--+ oo they cluster at ru= +iO, which gets a branch point of c=k-I. The other 
branch point is w = i co. 

Next consider the conductivity profile 

u(z) =u0 {1-2 bz+(b2 -a2
) z 2r2. a >0 (2.16) 

treated by WEIDELT [1970, p. 30]. For b ~ 0 there is a 1nonotone increase of a, getting 
infinite at zm=l/(a+b), and 

(2.17) 

The singularities of care two branch points at w=ia2/µodo and w= too. FoT -a< b < O 
the conductivity first decreases to a ininimurn, and then increases to infinity. Again 
c is given by (2.17), but now an additional pole at w=i (a2 -b2)/µoao occurs. Finally 
let b <-a. Then there is a monotone decrease of conductivity, J (z) remains :finite 
for z--+ co, and 

c (m)= [b-J a2 + k2 coth {)1+1<2/a 2 arccoth(b/a)}r 1 

has an infinite series of poles and zeros (but no branch points!). 

In Sec. 5 and Appendix A a representation of the response function in terms of its 
singularities is required. If J (zm) is finite, c (w) is a 1neromorphic function with sin1ple 
poles at w = iJ,1n and permits by the Mittag-Leffler theorem (e.g. MORSE & FESHBACH 

1953, p. 383) an expansion in partial fractions: 

ro a 
c(w)= LA n. , a11 >0, A111 >0. 

n=l 1n+1w 

This representation is-justified due to 

a11 = Iim lim (2111 + iw) c (z, w)= -w2 {z111, iA111)/l-V1 (z1
m iA111)>0 

z-+z,,. ro->i..l.1 11 

(2.18) 
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(on using (2.14) and (2.15)), and J.1n =O (n2), an =O (1) for n-+ oo (cf. MoRSE & FESH­
BACH 1953, p. 739). In the general case (2.18) must be replaced by 

( )
= 7a(.:l)d;t 

c w J 1 ' ' o A+IW 
a(J.)<:O, (2.19) 

where a (Jc) is a generalized function to include both the discrete and the continuous 
part of the spectrum. (Alternatively Stieltjes integral notation would be appropriate.) 
The non-decreasing function J a (J,) dA is known as the spectral function. 

b) Syn1metry relation for c (w) 

c (w) satisfies 

c(-w*)=c*(w), (2.20) 

i.e. it takes conjugate values at two points symmetric to the axis of imaginaries. 
Eq. (2.20) follows with (2.11) from the fact that w*,. (z, w) and w,. (z, -w*), m= 1, 2, 
satisfy the same differential equations and initial conditions. Hence, they are identical. 

c) Limiting values for large and s1nall frequencies 

For large frequencies 

(2.21) 

which may be obtained by a WBK-approximation (e.g. KAMKE 1959, p. 138, SIEBERT 

1964), and for s1nall frequencies 

lim c(w)=z111' (2.22) 
w~o 

following from (2.11) with w1 =l, w2=z. 

d) Dispersion relations 

Because of the analytic properties of c (w), its real and imaginary part are not 
indepen_dent functions of frequency. Let ruo be a point in the upper ru-plane and C be 
a closed contour consisting of the real axis and a large semicircle in the lower half­
plane. Then 

_.!:.,jc(".'')dro' O, 
1t1 c W -Wo 
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since the integrand is analytic in C. Due to (2.21) the large semicircle does not con­
tribute, and the contour can be confined to the real axis. Here put w' = x and let 
w0 =w+ie (w real, s > 0) tend to the real axis. Then 

where 

I
. 1 +Joo c (x) dx 

0= lffi -
&-->+oni_rnx-w-ie 

( ) 
l +f00 c(x)dx 

cw+-----: ---, 
nz_

00 
x-w 

1. 1 8 '( ) 
lffi - ( )2 2 u x-w 

& ..... + 0 n x-w +e 

has been used. f denotes the Cauchy pTincipal value. Let for real frequencies 

c (w) = g(w)- ih (w), 

(2.23) 

(2.24) 

where in virtue of (2.20) g (-w)= g (w), h (-w)= -h (w). Hence, a separation of 
(2.23) in its real and imaginary part yields 

g(w)=_l_ +{ h(x)dx 
n -ro x-w 

(2.25 a) 

h(w)= _ _1_ +{ g(x)dx 
n -w X-W 

_2_ 00f wg(x)dx 
n o x2-w2 . (2.25 b) 

Relations of this kind, occurring in 111any branches of physics, are well kno\vn as 
dispersion relations. They are a consequence of the causality requirement (e.g. LANDAU 

& LIFSCHITZ 1966/67, V. 3§129, V. 5 § 125, V. 8 § 62 and 67; BAILEY 1970; WEIDELT 
1970, p. 23). Relations corresponding to (2.25a, b) also exist for modulus and phase 
of c (w). Since c is free of zeros in the lower half-plane, the function 

log {y'iwµ 0 <r(O) c (w)) 

is analytic there and vanishes for [w[---+ a) due to (2.21). Put 

(2.26) 

and assume w > 0. Then the relation corresponding to (2.25b) is 

n 2wm ~ 
1J!(w)=-

4 
-- f log{y'xµ 0 <r(O) [c(x)I}~, 

n 0 x -co 

. ' 
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or introducing the apparent resistivity (!a. (w) by (2.5): 

(2.27) 

where eo=lja (0). By (2.27) the phase of experin1ental data can be deduced from the 
apparent resistivity, which is often better accessible. There exists a simple approximate 
version of (2.27). Integration by parts yields 

'fl (w)--"-=_!_ J dlogg,,(x) · log1w-x ldx= 
4 2n 0 dx w+x 

or since x-1 Jog IC01- x)/(w + x)I almost behaves like a 0-function 

n 
'I' (T),,, 4 {1 + d loge,, (T)/dlog T}, 

where Tis the period, and the result 

w 1w-x1dx 
1 

(1-t)dt n
2 

Jlog -- -=2Jiog - -=--
0 m+x x 0 1 + t t 2 

(2.28) 

has been applied. Since double-logarithnlic plots of (!a. (T) are used, a first approxi­
mation of the phase can ilnn1ediately be obtained fro1n the slope of the sounding 
curve. Fig. 1 gives two examples. 

It should be noted that relations corresponding to (2.25a, b) exist for all realizable 
linear systen1s, whereas relations between modulus and phase can be given only for 
the restricted class of transfer functions, which are free of zeros in the lower frequency 
plane (mini1nal phase systems). 

e) lneqitalities 

Let w > 0 and define an operator D by 

Df=wd.f/dw=df/dlogw= -df/dlogT. (2.29) 
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Fig. 1 : Two examples for the determination of the phase from the ea-curve using the approxi­

mation (2.28). The angle <p= 90° -111 is the phase angle between electric and magnetic 
field. 

Then (recalling the definition (2.24)) the following inequalities apply: 

g<':O, h<':O, 

DgsO, 

!Dclsh, lc+Dclsg, 

ID2clsh, lc+2Dc+D2clsg. 

(2.30a, b) 

(2.31) 

(2.32a, b) 

(2.33 a, b) 

(2.34a, b) 
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Alternatively these constraints can be expressed in terms of apparent resistivity ea 
(cf. (2.5)) and phase 1jJ (cf. {2.26)). For example (2.30a, b), (2.32a, b), (2.33a, b) then 
read: 

0S:1jJS:n/2, 

! (1-De./e.)2 +(Dip)2 s;sin2
1p, 

1 
4 c1 + De,Je.)2 +(Dip)' s;cos2 11>. 

(2.30 a, b)' 

(2.32 a, b)' 

(2.33 a)' 

(2.33 b)' 

Hence, (2.33) implies (2.32). (The quantity - Deal ea is the slope of the sounding 
curve ea (T) in a double-logarithmic plot.) 

The proofs of (2.30)-(2.34) follow ahn9st immediately from the representation 
(2.19). Together with additional constraints they are given in Appendix A. If experi­
mental data do not fit these inequalities, son1e of the underlying assumptions on 
conductivity and external field are definitely wrong. In this case we are able to co1npute 
a s_et of "corrected" data, which satisfy the inequalities thereby deviating least (in a 
given nor1n) fron1 the original data. This leads to a proble1n in convex programming, 
which is easily solved by the cutting-plane 111ethod (e.g. COLLATZ & WETTERLING 

1971, p. 124). An exa1nple is given in Fig. 2. The original data, response values for 
the first four Sq-harmonics, were obtained by SCHMUCKER [1971, private co1nmunica­
tion] as an average for South East Europe. - Derivatives were determined from the 

,., 

'" 
'"' /' ... 

h -I Del 

-200 -

---'--------------~-~ 

~ CPO 4 CPO 

Fig. 2: An exa1nple for the optimal correction of experimental data, which do not satisfy the 
constraints (2.33 a, b) everywhere. Input data and corrected data are connected by full 
and dashed lines, respectively. CPD means "cycles per day". 
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slope of a parabola through three successive points, and the least squares norm for 
the relative deviations has been used. Any interpretation of the original data g ahd h 
can give no better fit than that indicated. by the broken lines. rfhe application of the 
above constraints, \vhich were obtained for a flat earth and a uniform external field, 
to problen1s with spherical symmetry is justified due to the results of Sec. 3. 

f) Computation of the response jl1nctio11 

When the conductivity is recovered by any inversion scheme, the response function 
c (w) has to be computed for check with the input data. This can be done by (2.11), 
where w1 and wz are obtained by nun1erical integration of (2.3) with the initial values 
fro1n (2.8). The integration has to proceed downward until the ratio w2/w1 tends to a 
limit. For real frequencies the 1noduli of w1 and w2 steadily increase \Vith depth, since 

:z lw,,, (z, w)l 2 = 2 Re { w:O (z, w) w;,. (z, w)), m = 1,2 

is positive in virtue of (2.12). Let f= w2/1V1. 'fhen j'' = wi-2, using (2.9). Hence, (2.11) 
can be replaced by 

z,.. dz 
c(w)=J z( 1· o lV1 Z,W 

(2.35) 

Thus only w1 is required. An alternative method has been proposed by ECKARDT 

[1968], who reduced (2.3) to a Riccati equation, which was solved by upward integra­
tion with an arbitrary initial value at a sufficiently deep starting point. The fastest 
method, however, is the approximation of the conductivity profile by a set of homo­
geneous layers, for which c (co) can be computed by well~known recurrence formulae. 

g) Physical 111ea11ing of' the real part of' c (lu) 

The real part g (01) of the response function ad1nits a simple physical interpretation. 
Let 

j (z, w) =cr(z) E (z, w) (2.36) 

be the density of the induced currents. Then 

J j(z,w)dz=H(O,w), 
0 

Zm 1 
J zj(z,w)dz=--. -E(O,w), 
o 1w110 

which is easily verified by partial integration on using (2.36), (2.1), and (2.2). Hence, 
taking the phase of H (0, w) as reference phase and applying (2.4), 

Zrn Zm 

g(w)=J zRe{j(z,w))dz/ J Re{j(z,w))dz. 
0 0 
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1'hus, in a 111echanical analogy, the positive Jength g (oJ) can_ be interpreted as the 
depth of the "centre of gravity" of the in-phase induced current system. In accordance 
with \Veil established ideas regarding the induction process, g' (w) < 0 (Eq. 2.31) 
shows that the n1ean depth of the current systen1 increases if the frequency is di1ninish­
ed. Limiting values are g (w)~O and g (O)~?.,,. (cf. (2.21) and (2.22)). The present 
interpretation of g (w) is basic for the inversion procedure of SCHMUCKER [1970, p. 69]. 

3. Arbitrary external field and spherical earth 

So far only a uniforn1 inducing field and a flat earth have been considered. Retaining 
the assumption that the conductivity shall vary with depth only, the electric field 
vector E remains a tangential solenoidal vector for any solenoidal inducing field and 
for both a flat and a spherical earth [LAHIRI & PRICE 1939, PRICE 1950, YuKUTAKE 

1967, ECKARDT 1968]. E satisfies 

(3.1) 

'"'here J' is the vector of position. Its representation as a superposition of the particular 
solutions of (3.1) is 

a) for a flat earth: 

+ ro 

E (1', t) = JH a(><, w) IV (z, "' w) ix grad {e'<• .,.+w<)} dux du, dro, 

(3.2a) 
b) for a spherical earth: 

+ro co +11 

E(1·,t)= S dw L L a;;1 (w)\v
11
_(r,w)I'xgrad{P;;1(cosO)ei(imP+rot)}. (3.2 b) 

-a:i n=lm=-11 

Here "=r.xX+xyY is the horizontal wave vector, r.=]lu: · x the wave nu111ber, ()the 
colatitude, <p the longitude, ptnn the associated Legendre function, and X, p, Z, fl unit 
vectors in the direction of increasing x, y, z, r. The functions a (x, co) and a1nn (w) 

represent the spectral density of the inducing field in the space and titne don1ain. The 
response of the conductor to the corresponding hannonics is described by w (z, w, x) 

and JVn (r, OJ), which satisfy 

w" (z, w, x) = { u2 + iw110 u(z)} w (z, w, ") (3.3 a) 
and 

"( ) {n(n+l) . ( i} ( ) w11 r, w = ,.2 + IOJtt0a r lV11 r, w . (3.3 b) 
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c(w)= 
w (0, w, u) 
w' (0, w, ") 
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and ( ) 
w,(R,w) 

cw=+~~~ 

w;(R,w) 
(3.4a, b) 

(R being the radius of the earth) can be obtained after hannonic analysis - both in 
space and time-of the electron1agnetic field at the surface of the earth on three 
different ways: 

1. from the ratio of orthogonal tangential electric and inagnetic field components, 

2. from the ratio of nonnal and tangential n1agnetic field con1ponents, 

3. fron1 the ratio of internal and external parts of the magnetic field. 

Moreover, there is the possibility to detern1ine the response function from the ratio 
of the vertical gradient of a horizontal magnetic field component just beneath the 
surface to the component at the surface [MEYER 1966]. 

The inverse proble1n is reduced to the inverse problem for a flat earth and a unifonn 
external field by the transformations 

Z=u- 1 tanhuz 

w (z, w) = w (z, w)/cosh "z 
ii (z) =a (z) · cosh4 (><z) 

_ e-11-e11+1: 
z-R~-~~-

- (2n+l)f(e)' 

>v(z, w)= w,, (r, w)/f(e), 
a (z) =a (r) ·J• (e), 

(3.5a, b) 

where e~r/R andf(e)~{(11+l)e-·"+11e"+l)/(211+l). They transform (3.2a, b) into 

>v" (z, w) = iwµ 0 i'f (z) w (z, w), 

which is (2.3) for a flat earth and a unifor1n external field, and do not affect the 
response functions, i.e. 

->v(O, w)/w'(O, w)= -w(O, w)/w'(O, w)=w,,(R, w)/w;,(R, w). 

Hence, any c (w) produced by an external field with wave number u or spherical 
harmonic of degree n (where x; and u are assumed to be independent of w) can first 
be interpreted by a uniform field and a flat earth, and the resulting profile ff (Z) is then 
transformed into the true distribution by 

(3.6a) 

(3.6b) 
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The physical basis of the preceding transformations is the fact that damping by a 
perfect conductor and geometrical attenuation are equivalent, enter into the response 
function in the same way, and cannot be separated without additional information. 
Consider for illustration a perfect conductor at z= Zni and an inducing field with wave 
number u. Then c (w)=x-1 tanhxz110 =co=const., for the solutions lV1 and w2 of 
(3.3a) are coshxz and u-1 sinhuz. Hence, given a response function c (w)=c0, it can 
be interpreted by a perfect conductor at z1n =u-1 tanh-1 uca with 0 ~ u ::::;;; 1/ca. In 
the limit x=O, c (w) is explained by a uniform external field and a perfect conductor 
at Zm =ca, whereas in the limit u= 1/ca there is only geometrical attenuation and no 
perfect conductor. 

Consequently, the profile a (Z) for a uniform field always includes a perfect con­
ductor, which is lowered, when passing by (3.6a) to the profile a (z), thereby replacing 
electromagnetic damping fully or in part by geometrical damping. Interpretation of a 
response function c (w) by external fields with wave nun1ber x or degree n is subject 
to the restriction 

c(O):o;u- 1 or c(O):o;R/(n+l), (3.7) 

a consequence of (3.4a, b) and the fact that the relevant solutions of (3.3a, b) in the 
li1nit w--+ 0 are given by e-xz and ,.n+l (provided that there is no perfect conductor). -
The transforn1ations (3.5) are special cases of a more general class, which is given in 
Appendix B. 

4. Solution of the inverse problem 

In this section lt ls shown, how the conductivity profile a (z) can be deduced fron1 
the response function c (w). The adopted procedure is essentially based on the method 
of GEL'FAND & LEVITAN [1951 a, b] for the solution of the inverse Sturm-Liouville 
problem. The special needs of the inverse geomagnetic induction problem, however, 
introduce substantial modifications of the original approach. 

Let a (z) have discontinuities only in its derivatives. Then by the substitutions 

z 

z-+ x = J .j a (t)/a (0) dt, 
0 

E (z, w)-+f (x, k)=-;/a (z)/a(O) E(z, w)/E (0, w), 

a (z )-+u (x) =-;/a (z)/a (0) 

(4.1) 

(4.2) 

(4.3) 

(4.4) 
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the differential equation (2.3) is transformed into 

f"(x, k) = {k2 + V(x)} f(x, k), 
where 

(4.5) 

V(x) = u" (x)/u (x) (4.6) 

The new variable k has the din1ension of a reciprocal length. Choose that branch of 
(4.1), which maps the upper sheet of thew-plane into the right half of the k-plane. 
Then the positive and negative w-axis is mapped into the bisectors of the first and 
fourth quadrant, respectively. Since c (w) and E(z, w)/E(O, w) are analytic outside 
the positive imaginary OJ-axis (cf. Sec. 2), the quantities 

c(k):c(m) 
(4.7) 

and/(x, k) are analytic to the right of the imaginary k-axis. With respect to (4.1) the 
sym1netry relation (2.20) now reads 

c(k*)=c*(k), 
(4.8) 

i.e. sy1runctry about the real le-axis. 

Letfe (x, k) and}~ (x, k) be two solutions of (4.5) with initial conditions 

f±(O,k)=l, f~(O,k)=u'(O)±k. (4.9) 

These functions can be represented by 

+x 

f±(x,k)=e±kx+ J A(x,t)e±"dt, 
-x 

(4.10) 

where A is real and independent of k. This representation is justified as follows: 
Insert fr., say, into (4.5), integrate the term 

+x +x d2 
k2 J A(x,t)e"dt= J A(x,t)d

12
e''dt 

-x -x 

occurring at the right-hand side of (4.5), two ti1nes by parts, and use the identity 

aAI aAI d - +- =-A(x +x). 
Ox t=±x - Ot t=±x dx ' -
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The final result is 

(4.11) 

Since A (x, t) shall be independent of k, each, of the three terms in (4.11) vanishes 
separately. The second initial condition of (4.9) yields 

A(O, 0)= ~ u' (0). 

Hence, A is subject to the conditions 

(4.12) 

1 { x } A(x,x)=-z u'(O)+ [V(t)dt , (4.13) 

A(x, -x)= ~ u'(O), (4.14) 

which detern1ine A uniquely, if u (x) is given, since the solution of the hyperbolic 
equation (4.12), \Vhose characteristics arc the lines x ± t=const., is completely speci­
fied by its values on a pair of intersecting characteristics [here x-t=O (4.13) and 
x+ t=O (4.14)]. lf /-instead off+ is used, the same conditions are obtained. Hence, 
the kernels for/+ and J'- are identical. A (x, t) vanishes for ltl > x; its domain of 
definition is illustrated in Fig. 3. 

The kernel A is the link between the data c (k) and the unkno·wn function a (z). 
The relation between A and a is quite simple. First it is seen fro1n (4.5), (4.6), (4.4), 
and (4.9) that in the lin1it k ___,.. 0 the functions u and f± satisfy identical differential 
equations and initial conditions. Hence, 

+x 

u(x)=limf±(x,1')=1+ S A(x,t)dt. 
k~o -x 

(4.15) 
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A(x.x) •t{u'{O)•/V(l)dt) 

I I 

A(x,--xl •tu"{O) 

Fig. 3: Definition of the function A (x, y). 

Then in virtu_e of (4.2) and (4.4) the expression of a (z) in terms of u (x) leads to the 
parameter representation 

a(z)=a(O)u'(x), 

x 

z=Ju- 2 (x)dx. 
0 

(4.16) 

(4.17) 

A second solution of (4.6) is g (x)=u (x) · z (x) with g (O)=O and g' (O)= 1. Hence, 
the depth z is alternatively determined by 

I
. !+(x,k)-f_(x,k) 

z = Im ~-'-~C--7--c-'-~ 
k~o 2 ku (x) 

(4.17a) 

Eq. (4.17a) has the advantage that only u (x) is needed instead of all values of u with 
arguments less than x, as in (4.17). 

The relation between A (x, t) and c (k) is more complicated and leads to an integral 
equation. The representation off by J+ and J'- yields 

where 

kc(k)f(x, k) =f- (x, k)- b (k) U+ (x, k)+ f- (x, k)}, 

1 
b(k)=2 {1-kc(k)}, 

(4. 18) 

(4.19) 
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and the initial conditions ( 4.9) and the result 

f' (0, k) =E' (0, w)/E (0, w) +u' (0)= -1/c (k) + u' (0) 

have been applied. Insertion of (4.10) into (4.18) leads to 

x 

kc(k)f(x, k)-e-'"= J A(x, t) e-"dt-b (k)(e'"+e-kx)-
-x 

x 

-b(k) J A(x,t)(e"+e-")dt. (4.20) 
-x 

Now n1u1tiply (4.20) by ekY/(2ni), IY) < x, and integrate over k along the line k=s, 
e > 0. The result is abbreviated as 

(4.21) 

where 11 to /4 denote the integrals resulting from the four terms of (4.20). Their 
values are determined as follows. 

11: For k--+ G-=: the asymptotic representation off is 

provided that rr (z) is continuous [KAMKE 1959, p. 138]. Hence, the integrand 
behaves like exp { -k (x-y)}, and because of ]YI <x the contour can be closed by 
a large semicircle in the right half-plane without affecting the value of the integraJ. 
In the interior the integrand is analytic. Hence, 

/2: The two-sided Laplace transforn1 

+ ro 

g(k)= J G(t)e-"dt, 
- ro 

l 1>+foo 

G(y)=-
2 

. J g(k)e"dk 
ntll-ico 

(4.22) 

yields immediately 

12 =A(x,y). 
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fa: In the sequel the "frequency" function b (k). which is computed from the data, is 
replaced by the "position" function 

{))-!o1-j 

1 i:+iw 

B(x)=-. J b(k)e'xdk. 
2nr.E-ico 

(4.23) 

Eqs. (4.19) and (4.8) imply b (k*)=b* (k). Hence, B (x) is real. Moreover, 

B(x)=O for x<O, (4.24) 

since in this case the contour can be closed by a large semicircle in the right half 
of the k-plane, and the integral is analytic in its interior. - Fron1 (4.19), (2.21), 

(4.4), and (4.2) follows 

(4.25) 

.:fork-+ oo;·Hence,: 

B(+O)=; u'(O). 

Consequently, Bis in general discontinuous across x=O. The calculation of B (x) 

turns out to be the crucial step in practical applications. Since experin1ental data 
are known only on the bisectors k=/kl exp(± in/4) and a deforination of the 
qo_ntour in (4.23) in direction to the bisectors is not possible, Eq. (4.23) involves 
analytic continuation of the data in direction to the singularities on the in1aginary 
k-axis and i~ t,he left half-plane, which is an unstable process. Practicable methods 
are discussed in Sec. 5. -The provisional result is 

J3 = -B(x+y), 

since the tern1 containing e-kx would give - B ( - x + y), wl;rich van_ishes in virtue 
of [y[ < x and (4.24). 

[4: ~he convolutio;n theoren1 for the two-sided Laplace transfor111 

1 e+iw +w 

Zni,_L g1(k)g2(k)e''dk= )w G1(t)G2(y-t)dt 

(using the notation of (4.22)) yields at once 
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+x 

14 = - J A(x,t){B(y+t)+B(y-t)}dt, 
-x 

since A (x, t)=O for !ti< x. 

Hence, (4.21) reads explicitly 

+x 

A(x,y)=B(x+y)+ J A(x,t){B(y+t)+B(y-t)}dt, JyJ<x, (4.26) 
-., 

'vhich is a linear integral equation for A (x, y). The variable_ x eµters as a paran1eter 
only, the proper variables are y and t. Eq. (4.26) has to be.solved for aH x, e.g. by 
deco1nposition into a linear systen1 on using Gauss' integration method. When A is 
found, the conductivity profile is obtained from (4.15)-(4.17a). 

Since the solution of the inverse geomagnetic induction problem is known to be 
unique [TICHONOV 1965, BAILEY 1970], the uniqueness of a solution of (4.26) will not 
be proved here. 

Finally it should be 1nentioned that an alternative integral equation could have been 
obtained by introducing in (4.18) instead of b (k) the function 

r(k) 
1- kc (k) . l e+J(oo kx 

1 1 
(k) with R(x)=-

2 
. . r(k)e dk, 

+CC · nla-1w 
r.>0, (4.27) 

leading to 
x 

A(x,y)=R(x+y)+ J A(x,t)R(y+t)dt, ( 4.28) 
-y 

which is for1nally sin1pler than (4.26). Ho\vever, the fonnulation in-tern1s of B (x) is 
preferred here, since the detennination of B (x) has computational adv<intages, as will 
beco1ne apparent in the next section. Moreover, numerical experiments have shown 
that, given exact values of R (x) and B (x), the results obtained from (4.26) were 
slightly better than those from (4.28). 

So fa1 no physical n1eaning can be attributed to the son1ewhat abstract function~ A, 
B, and R. Only if the physical situation is changed a simple interpretation of Band R 
is possible. Consider a non-absorbing elastic medium with wave velocity 

v (z) = v0 · .jrr(O)/<r (z) 

in z 2 0, where vo is arbitrary, and assume that a unit 15-irnpulse is released at time 
t=O at z= +O, propagating downwards. Then the reflected a1nplitude recorded at 
z=O between t and t + dt is voR (vot) dt or voB (vot) dt, according whether the wave 
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velocity in z < O is vo or infinite. In the forn1er case there is no reflection at z=O, 
whereas in the latter case the impulse is multiply reflected at the surface (reflection 
coefficient -1). This is illustrated by the discontinuity model u (z)=a0, O ~ z < d, 
a (z)=a1, z > d (which, however, is not tractable by the present inversion procedure, 

cf. [WEIDELT 1970], p. 66). Then 

00 

R(x)=r0 ii(x-2d), B(x)=- L (-r0 )"ii(x-2nd), 

where 

1-.j~ 

t+.Jcr0/cr1 

is the reflection coefficient at z=d. 

5. Computation of B (x) 

11=1 

When B (x) is known the solution of the integral equation (4.26) presents aln1ost no 
nun1erical difficulties. The really difficult step in the solution of the inverse problen1 is 
the co1nputation of B (x) fro1n the data b (k). Two practicable n1ethods are described 
in this section; neither, however, turns out to be co1npletely satisfactory. 

a) The inversion of ( 4.23) yields 

w 

b(k)= J B(x)e-kxdx, (5.1) 
0 

i._e. a _Laplace integral equation, which can be solved using the values of b (k) on the 
line k~J kJ e;•/4 (cf. [TITCHMARSH 1948], p. 316). Let 

s=u+ir 

be a new co1nplex variable, 1nultiply (5.1) by k-8/I' (l -s), and integrate along the line 
k·=I kj ein/4. The resulting left-hand integral 

M(s) 
1 j 

0 

(5.2) 
I'(l-s) 

exists in O < a< 1, since the integrand is 0 (k- 8) fork-+ 0 and 0 (k-B-1) fork-+ cc, 
a consequence of (4.25). In the resulting right-hand integral the order of integration 
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can be changed. Hence, on using the result 

a:iein/4 

J' k-'e-kxdk=x·'- 1 I'(l-s) 
0 

and the Mellin transforn1 

00 

g(s)= J G(x)x'- 1 dx, 
0 

1 u+ia:i 

G(x)=
2
--o f g(s)x-'ds, 

nzu-ia:; 

the solution of (5.1) is 

279 

(5.3) 

where u= 1/2 is taken, although any value in 0 <a < 1 is permitted. Deforn1ing the 
contour in (5.2) to the positive real axis it is seen that M (s*) = M* (s). Hence, B (x) 
is real. Eq. (5.2) is suitable for r < 0, since it leads to a decrease e- xlrl/4 of k;-8 for 
r-+ - c..C), whereas M(u + h:)forr > OisobtainedeitherfromM(a+ir)=M*(a-ir) 
or by rotating the line of integration through -n/2. 

A comment on (5.2) and (5.3) is necessary. In (5.3) M (s) is required for large in1agi­
nary argument r, for which 1/1' (1-s) in (5.2) is 0 {exp (n jrj/2)}. This exponential 
increase is cancelled in theory by the integral in (5.2), which is O{exp(-n[rl/2)}, as 
beco111es evident, when the line of integration in (5.2) is rotated through +n/4 for 
r < 0 and -3 n/4 for r > 0, using the fact that b (k) is regular for Re k > 0. Experi-
1ne11tal data-in particular, if they are not very stnooth-will not always lead to a 
b (k), which is regular for Re k > 0. Hence, in practical applications the possible 
exponential increase of M (s) for lrl-+ a), which prevents the convergence of (5.3), 
1nust be replaced by a suitable decrease. This method is not without bias, but it enables 
the interpretation of data, which do not correspond to any conductivity profile. 

b) An alternative approach takes into account particular properties of the response 
function. Introduce into (2.19) the new variable 

and let g (µ) ~nµa (J,). Then (2.19) reads 

(5.4) 
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For a uniform half-space g (µ) 1, for any other profile g (µ)--+ 1 forµ-> u~. The 
expression of B (x) in terms of g (µ) is 

l w 

B(x)=- J {l-g(µ))cosµxd11, 
" 0 

(5.5) 

which is easily verified by solving (5.5) for g (µ,),inserting the result into (5.4), changing 
the order of integration, and integrating over ft. The resulling equation agrees with 
(5.1). 

When g (µ) is known, the detennination of B (x) from (5.5) presents no difficulty. 
Hence, the actual proble1n in the inversion procedure is the solution of the integral 
equation (5.4). The decomposition of (5.4) into linear equations leads to a syste1n, 

which is badly ill-conditioned. But 1nuch of the non-uniqueness of its solution is 
removed, when it is taken into account that the unknown function g (µ) must be real 
and non-negative. A linear system of equations with linear constraints can be solved 
by quadratic progra111ming techniques, e. g. by the method of Wolfe [COLLATZ & 
WETTERLING 1971]. Quadratic programming has been proved useful already in the 
solution of the inverse problen1 of geoelectrical sounding [KUNETZ & RocROI 1970], 
where in fact the same properties of the spectral function are used to advantage 
(although in a different context). 

6. An analytical example 

In this section the inversion procedure is su1nmarized by a si1nple analytical exam­
ple. The general operations are listed on the left-hand side of Table 1, the correspond­
ing outcon1e is given on the right-hand side. Ji and 11 denote the ordinary and modified 
Bessel function of the first order, respectively. Jn applications the inversion ends up 
with the parameter representation for u and z; in this analytical exan1ple after elin1i­
nation of the paraineter x a closed expression fora (z) can be obtained. The dependence 
of the conductivity profile on the wave number x of the inducing field is given in the 
last line. For x = 0 there is a perfect conductor at z = l/a, whereas for the largest wave 
number x=a (cf. Eq. (3.7)) the conductivity is uniforn1. -The function g (1-i) (cf. 
Eqs. (5.4) and (5.5)) is 

0 for O:s;µ:s;a and 11/.J112 -a 2 for 1<>a. 

7. Inversion of experimental data 

The inversion procedure has been applied to a sounding curve obtained by WIESE 
[1965] at -Ockern1tinde (53°45' N, 14°041 E). The data cover the broad period range 
fron1 50 sec to 24 h. The disadvantage of the data is the fact that the station is situated 
in the region of the EW-striking North German conductivity ano1naly leading to a 
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c(k) 

1 
b(k)=2 {1-kc(k)} 

Table l 

=1/.ja2+k2 , a;o:O 

(
l+s) 

= _1_ (-'-'-)' -"r -2 

2 2 r(3~s) 
1 

Res=2 ; Ims<O; M(s)=M*(s*) for Ims>O 

a 
= 2 J1 (ax) 

x>O; B(x)=O for x<O 

Solve the integral equation (4.26) 

+x 

A(x,y)=B(x+y)+ f A(x,t){B(y+t)+B(y-t)}dt, IYl<x: 

A(x,y) 

+x 

u(x)=l+ J A(x,t)dt 

a (z )/a (0) = ii4 (x) 

a(z)/a(O) 

a" (z) =cosh -• "z ·a("_, tanh "z) 

0 $C %C (0) $C 1 

=-'-'- x+y I (a 1~) 
2 .jx2-y2 ' " y 

=Coshax 

=Cosh4 ax 

=a- 1 tanhax 

= a(O) {cosh2 %z-(a/%)2 sinh2 "z} - 2 

O,,;x/a,,;1 
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Fig. 4: Input data (top) and reconstruction of phase by (2.27) (bottom). 

pronounced directivity in the apparent resistivity (cf. Figs. 12 and 13 in the paper of 
WIESE). Since the electric field component parallel to the strike is less influenced by the 
anomaly than the perpendicular component, the ea-curves computed from EEw and 
HNs will give the most reliable results when interpreted as the sounding curve of a 
laterally uniforn1 earth. The data are shown in Fig. 4 (top). 

WIESE has also detern1ined the phases, which are compared in Fig. 4 (botto1n) with 
those computed from ea by (2.27). The phase curves arc in qualitative agreement, but 
there is a systen1atical phase shift. The reconstructed phase is used for the following 
inversion. The results of it are shown in Fig. 5 (centre), where they are compared with 
the results of FOURNIER [1968], who interpreted the same data by a five-layer model 
postulating a lo\v-resistivity layer in the upper mantle as magnetotelluric evidence for 
the low-velocity layer of seismic waves. The ea-curves corresponding to the two 
resistivity profiles are given at the bottom of Fig. 5. 

The present example clearly displays the lack of uniqueness of the magnetotelluric 
method, when a poor conductor, which is electrodynamically little effective, is etnbed­
ded between two good conductors. To fit the data the resistivity of the poor conductor 
has to be beyond a certain limit, but can be aln1ost arbitrary otherwise. In the present 
case the sounding curve essentially fixes only three paran1eters of the resistivity profile: 
The horizontal part for short periods specifies the surface resistivity, the 45-degree 

Fig. 5: Results of the inversion compared with those of FOURNIER. 
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Fig. 6: The dependence of the resistivity profile on the wave number of the external field. 
(The depth of the perfect conductor for 1'=0 is slightly less than 300 km.) 

ascent for intermediate periods determines the integrated conductivity r Of-the surface 
layers. Here, approxin1ately, 

loge" (T) =log T-log(2 rr1101
2
). (7.la) 

The 45-degree descent for long periods stipulates the depth zm of a perfect conductor: 

(7.1 b) 

The integrated conductivity as detern1ined fro1n the ea-curve is r=3.5 · 103 Q-1, in 
agreement with FoURNIER's result and close to r= 3.8 · 103 Q-1 of the continuous 
model (integrated as far as the resistivity 1naxin1um). 

Finally the dependence of the resistivity profile on the wave nun1ber u (cf. Sec. 3) 
is illustrated in Fig. 6. There is an appreciable influence only, if 1/x is slightly greater 
than z11i R» 300 km, corresponding to a wave length of approxin1ately 2000 kin. The 
natural inducing fields probably have a much greater wave length [SCHMUCKER 1970, 
p. 92]. 



'fhe Inverse-Problen1- of-'Geo1nagnetic Induction 285 

8. Conclusion 

The procedure given in this paper is a practicable way to solve the inverse problem 
o:C-geomagnetic induction. The results of the :Previous section, however, cast serious 
doubts qn the usefµlness of this method. Tt just results a smooth resistivity curve com­
patible"with·f~-d~f~.--0-hiCh maY be far from other feasible resistivity profiles postulated 
for physical reasons. Besides·, the procedure is rather awkward and needs precise data 
over a broad frequency range. Hence, it appears that the best way to handle geo-
1nagnetic induction data is still to interpret _therµ by a_set of homogeneous layers and 
to introduce, if necessary, further preconceived n1odel assumptions. The merit of the 
proposed method, howev~r. is ~hat it offers some insight into the nature of the inverse 
proble1n. 

The real problen1 in the_i_nv~rsion of g~on1agnetic induction data is not the method of 
obtaining a feasible resistivity profile, but the 111ethod of finding a reliable estimate of 
the accuracy and resolving power of the results when the errors of the data are taken 
into account. A first step in this direction has-been done recently by PARKER [1970]. 
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Appendix A 

Proofs of the inequalities given in Sec. 2 

For simplicity f 11~ dz is assun1ed to be finite. Then according to (2.18) c (w) can be 
represented as 

C(w) = ~ _!!:!!______ , 0 b 0 
L_, b all> ' II~ • 

u=l n+tco (Al) 

The following results, however, apply to the general case (2.19) as well. 
Assu1ne ru ::2: 0_. Then ~eparatio1~ef (Al) into real and imaginary parts leads immedi­

ately.to (2.30.a, b): Now let 

·'-- -, . 

.- /)::;, 
where all Sfc are non-negative. Then with the operator D, defined by (2.29), 

So=2g+Dg, 
S2=:;_, _....::...Dg, 

s1 =h+Dh, 
S3=h-Dh. 

(A2) 

(A3) 
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The inequality of Schwarz yields 

(A4) 

fron1 which (2.33) is obtained after inserting (A3) and rearranging the terms. Eq. (2.31) 
follows directly from (A3), and (2.32) is a consequence of (2.5) and 

-lc!Dlcl= -; D[c2 [=sos2+2s~+2s~+(s0s 2 -si)= 
= ]c2 1-s~ -2 si-s1s3 -(s1s3 - s~). 

For inequalities involving derivatives up to the second order let 

w bS-k k 
-8 " Qll IJ W 

t,- L.., (b' 2)3 
11=1 11 +ru 

k=O, ... ,5. 

Again all fk are non-negative. It is easily verified that 

t0 =8 g+6Dg+D2g, 

t2 = -2Dg-D2g, 

t4 = -2Dg+D2g, 

The following seven inequalities apply: 

t0 t2 -tI~o, 
t0 t4 -t 1t3 ~ t1 t3 -t~;;::O, 
10 15 -11 14 ;:>:1114 -12 13 ( ;:>:0), 

t 1 t 5 -t2 t4 ';?.t2 t4 -t~~o. 
t3ts-t;;;::o. 

11 =3 h +4Dh+D2 h, 

t3 = h -D2 h, 

t5 =3h-4Dh+D2h. 

(A5) 

(A6) 

Four of them are an inunediate consequence of Schwarz's inequality, the remaining 
follow from the fact that j'(k) = f2p-k lk is a convex function (i.e. /" 2: 0) implying 
f(k+ 1)-f(k) ?. f(k)- f(k-1). Insertion of (A5) into (A6) leads to seven strong but 
involved inequalities. From these the simple, but rather weak constraints (2.34a, b) 
are derived by linear combination: 

4(h2
- [D 2c[ 2

) =(t1 t3 -t~) +2 (t2 t4 -t~) +(t3 t5 -ti)?.0, 

4(g2 - [c + 2Dc+ D 2c[ 2) =(t0 t2 -ti} +2(1113 - 1i)+(l214 -t~) ;:>:0. (A 7) 



The Inverse Problen1 of Geomagnetic Induction 287 

In (A4), (A6), and (A7) (or (2.33) and (2.34)) equality holds over the full frequency 
range if (and only if) the sum (Al) consists of one tertn only. For real conductors the 
nu1nber of terms is always infinite, but in the degenerate case of the thin sheet approxi­
mation of PRICE [1949] one single tern1 occurs for the model consisting of a thin sheet 
of integrated conductivity r: at z=O and a perfect conductor at depth z=zm yielding 

c(w) 

Appendix B 

Conductivity transformations 

The transformations given in Sec. 3 are special cases of a 1norc general class, which 
is stated in this appendix. Let w (z) be a solution of (3.3a), i.e. 

w" (z) = {u2 + iwµ 0a(z)) w (z), 

and let .f(z) be a solution of 

f"(z)=u2f(z). 

Then the two types of transformations 

Type I Type II 

" ' 
i! = u- 2 c1)d1 =JJ2 c1iac1Jd1, 

0 0 

w (z) = w (z)/f(z) 

O'(z)=f4 (z)a(z) 

w' (z) = w (z)/f(z), 

O'(z) =f- 4 (z)a- 1 (z) 

reduce (Bl) to 

iv" (i!) = iwµ 0 0' (z) w (z), 

where the new response function C (01) is given by 

_ {{.f2 (0)/c(w)+ f(O)f'(OJr 1 

c (w) = {.f 2 (0)/c (w)+ f(O)f' (O))/(iwµ 0 ) 

The invariant of all transformations is the differential ]I~ dz. 

for Type I 
for Type II. 

(B 1) 

(B2) 

(BJ) 

-~ 
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The transforn1ations of Sec. 3, leaving c (<.o) unchanged, belong to Type I with 
/(O)= J,f' (O)=.O, i. e.f(z)=cosh xz. If the constant x2 in (BJ) and (B2) is replaced by 
any function of z, the same formulae apply. Hence, after the appropriate change of the 
independent variable, the functionf(e) used in (3.5b) for a spherical earth is the solu­
tion off" (e)=e-•n (n+ 1) f(e) with/(!)= l, f' (l)=O. 

The transformations of Type II reverse the conductivity profile Teplacing well con­

ducting regions by poor conductors, and vice versa. 1f /' (O)=O and .f(O)= 1/Va (0), 

then kc (k)={kc (k)}-1 , k=Viwµoa (0), and the reflection coefficient r (k), Eq. (4.27), 
only reverses sign. Moreover, the transformations of Type Tl form the basis for the we11-
known duality relations of n1agnetotelluric sounding curves (e. g. [SRIVASTAVA] 1967). 
Also the relations (2.30a, b), (2.32a, b), (2.33a, b), and (7.la, b) are dual. One rela­
tion of each pair can be derived from the other by a transformation of Type IL 
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